Personal Tier s at NET2

Advances in remote desldtop software like OPenNX makes it

Practical to do root n~tuP|e analysis remotelg. This suggests a
“Personal Tierd” solution that we're trying out at NET2.

10Gb/s WAN




Consider what you get from this setuP as an ATLAS co“eague:

o Thereisalmost no’ching new to learn to start working.

e Asoftware environment that is “guarantee&” to be Emctional with
no effort on your Part because it’s the same as a working Tier2
worker node environment.

e Guaranteed minimum resources: your own 24-32 core machine
with “1-2TB storage, 10Gb/s WAN and 10Gb/s access to GPFS.

* Direct clsub access to the local SGE queues.

o When you run, say, ProoHite) it sits directlg on the ATLAS WAN
network backbone — oPtimal for FAX PerFormance.

*  Torsnappy higHy interactive work on small n~tul:>lcs) you can
copy flles to your |aptol:> as you norma“g would anyway.




Consider this from the facilities angle:

e Wedon't have to ce\/elop or maintain new software.

. OPenNX s well su :)Ported and widelg used alreadg. The Protoco|
5 SSH, so 1t 1s has a good basis for security.

. Theoretica”y saeaking onlg a minimal extra effort is needed from
us. Our Tier? machines arejust standard worker nodes with
Possib|9 better networking. i gou’re alrca&y running aTer?
(which many T2s are angwag), acﬂing remote Aes‘dsops sn't rea”y
much of a burden.




