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1. AI is rapidly becoming the dominate driver/signal of techno-economic 
progress and competition in the next decade.

2. AI is pervasive and is becoming ubiquitous across dozens of economically 
critical domains.

3. Massive competition/positioning in AI will exist between western 
democracies, semi-aligned states, and adversaries.

4. AI provides state and non-state actors with the potential for nonlinear 
progress in technological, economic, and national security domains.

5. Exploiting advantages through strategic investments in non-commercial AI 
capabilities rather than on mitigating AI risks.

6. Private sector is making exponentially fast progress on Generative AI.

Global Techno-Economic Landscape



AI for advanced 
properties inference 
and inverse design

AI and robotics 
for autonomous 
discovery

AI-based surrogates 
for high-performance
computing

AI for software
engineering and
programming 

AI for prediction and 
control of complex 
engineered systems

Foundation models for 
scientific knowledge 
tasks 

Energy Storage
Proteins, Polymers, 
Stockpile modernization

Materials, Chemistry, Biology
Light-Sources, Neutrons 

Climate Ensembles
Exascale apps with surrogates
1000x faster => Zettascale now

Code Translation, Optimization
Quantum Compilation, QAlgs

Accelerators, Buildings, Cities
Reactors, Power Grid, Networks

Hypothesis Formation, Math
Theory and Modeling Synthesis, 

Source: https://www.anl.gov/ai-for-science-report 

2022 Workshops Recognized this Trend: 
AI4SES Six Conceptual Clusters



White House Executive Order on AI 
(October 30, 2023)
AI for Science, Energy, and National Security. Consistent with DOE’s priorities in the May 2023 AI 

for Science, Energy, and Security report, DOE is tasked with expanding partnerships with industry, 
academia, other agencies, and international partners to utilize DOE’s computing capabilities and 
AI testbeds to build foundation models that support new applications in science, energy, and 
national security, including community preparedness for climate-related risks, enable clean-energy 
deployment (including addressing delays in permitting reviews), and enhance grid reliability and 
resilience

DOE is also charged with issuing a public report “enable the provision of clean, affordable, reliable, 
resilient, and secure electric power to all  describing the potential for AI to improve planning, 
permitting, investment, and operations for electric grid infrastructure and to Americans.” DOE is also 
tasked as the lead agency, through the National Nuclear Security  Administration, to reduce the 
risks at the intersection of AI and chemical, biological, radiological, and  nuclear (CBRN) 
threats. DOE is required to develop testbeds and “tools to evaluate AI capabilities to  generate 
outputs that may represent nuclear, nonproliferation, biological, chemical, critical infrastructure, and 
energy-security threats or hazards” and “develop model guardrails that reduce such risks.”

✅

✅



DOE Office of Critical and Emerging 
Technologies Announces FASST 
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Majority Leader Schumer and Co. Ask for $32B/yr 
for Non-defense AI Research and Development



DOE FASST Overview
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Scientific &
Engineering
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DOE and NNSA Exascale Systems
FASST Common AI Software Frameworks
FASST Responsible AI Techniques
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Integrated Research Infrastructure
Online Experimental Facilities
Strategic Partnerships  

Secure Data 
Infrastructure

Co-Design

Compute Models

Applications



Adapting Models for DOE Missions (many many targets)

Data aggregation, curation, representation, interfaces
and infrastructure

Foundation Models for Science, Security, and Energy
Strategic multimodal FMs 

Platforms for AI, next-generation hardware, 
Path forward for AI, cloud partnerships,
Pathways to zettascale systems for AI

Data

Compute

Models

Applications

$700M/yr

$1B/yr

$500M/yr

$200M/yr

Frontier AI for Science, Security, and 
Technology



Clean Energy Systems Model: This model would focus on the physics, chemistry, and 
engineering principles underlying various renewable energy sources, hydrogen production, 
solar energy, wind energy, and storage technologies. It can be fine-tuned for specific energy 
systems, optimization of energy output, and efficiency improvements.

Smart Grid and Infrastructure Model: This model would encompass electrical 
engineering, network optimization, smart grid technologies, and energy systems 
management. It can be fine-tuned for specific applications like EV infrastructure planning, 
grid resilience strategies, and smart grid implementations.

Computational Intelligence Model: This model would integrate capabilities in high-
performance computing, machine learning, quantum algorithms, computer science, 
mathematics, computer architecture, data science, advanced data analysis, applied 
mathematics, and parallel computing. It can be fine-tuned for applications in AI, complex 
simulations, and computational research.

Environmental Sciences Model: This model would focus on climate modeling, 
environmental impact assessments, atmospheric science, climate mitigation strategies, 
climate risk assessment, bio-geosphere interactions, climate engineering, and biological 
systems in the environment. It can be fine-tuned for specific environmental applications and 
climate studies.

Materials and Chemical Sciences Model: This model would cover computational 
chemistry, materials discovery, molecular dynamics, manufacturing processes, inverse 
design of materials and systems, self-driving laboratories, and autonomous discovery. It can 
be fine-tuned for developing new materials, chemical processes, and manufacturing 
techniques for energy applications.

Nuclear Security Model: This model would integrate nuclear physics, engineering, security 
protocols, reactor technologies, nuclear fission, automated reactor design, and reactor control. It 
can be fine-tuned for nuclear energy applications, nonproliferation technologies, and national 
security measures.

High-Energy and Particle Physics Model: This model would focus on the principles of high-
energy physics, nuclear reactions, particle physics, accelerators, and cosmology. It can be fine-
tuned for applications in experimental physics, particle accelerators, and fundamental research 
in physics.

Advanced Manufacturing Model: This model would focus on manufacturing technologies, 
including inverse design, process optimization, supply chain optimization, applied materials, 
precision manufacturing, self-driving laboratories, and autonomous discovery. It can be fine-
tuned for specific applications in optimizing manufacturing processes and supply chains.

Knowledge Integration Model: This model would integrate scientific literature, codes, texts, 
and tutorials to support knowledge extraction, synthesis, and automated hypothesis generation. 
It aims to advance theory and experimental design, forming the core of a system that interacts 
with humans and manages interactions with other foundation models included in this list.

Carbon Management Model: This model would integrate knowledge on the physics and 
chemistry of capturing CO2, managing CO2 flows, carbon storage, conversion to fuels, and 
direct air capture. It aims to support the design and analysis of CO2 management systems and 
advance research into the fundamentals of carbon management.

Foundation Models Mapped Against 
DOE Mission Areas Biological Systems Model: This model would cover the study of biological systems, including 

genomics, synthetic biology, microbiology, environmental biology, engineering plants, medicine, 
protein design, self-driving laboratories, autonomous discovery, and microbial engineering. It 
can be fine-tuned for applications in environmental biology, plant engineering, biotechnology, 
and medical research.



FASST Goals and Outcomes
• Ensure US (DOE) leads the world in technical capability for its missions in 

Science, Energy and National Security
• Create, deploy and sustain world leading ”frontier” AI systems and 

applications for DOE mission areas to provide advantage to US and 
partners

• Increase productivity and capabilities of the DOE laboratories, academic, 
agency and international partners

• Develop an AI-forward workforce for DOE

• Discovery Science – accelerate and improve effectiveness
• Energy Transition – accelerate, reduce risk, improve translation
• National Security – anticipate risk, mitigate risks, accelerate mission 
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We Must Re-Think Deeply the Industry 
and Lab Roles

From Brian Spears, LLNL
Presentation@G17



National Investment Should Produce a First-
of-its-Kind, Large-scale Scientific Reasoning 
Platform

From Brian Spears, LLNL
Presentation@G17



The Platform will Deliver Our Most 
Critical Application Results

From Brian Spears, LLNL
Presentation@G17



Adapting Models for DOE Missions (many many targets)

Data aggregation, curation, representation, interfaces
and infrastructure

Foundation Models for Science, Security, and Energy
Strategic multimodal FMs 

Platforms for AI, next-generation hardware, 
Path forward for AI, cloud partnerships,
Pathways to zettascale systems for AI
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Elements of a FASST 2.0 concept (*AI):
Foundations of Science and Technology:
• Combating nuclear threats
• Developing advanced deterrence technologies 
• Achieving new era of US energy leadership
• Anticipating and neutralizing biological threats
• Creating materials, chemicals, new technologies for national security
• Accelerating basic science
Elements of advanced Ai strategy:
1. DOE scientists have first class access to leading edge AI models
2. Develop a set of challenge problems – DOE’s aspirational use cases of advanced AI 
3. Assess current commercial AI performance against DOE challenges (including for prioritizing 

investments in the 4 pillars)
4. Significant expansion of computing capabilities: co-design for energy efficiency, performance and 

reliability – work with vendors
5. New partnership models with industry and academia
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1000 Scientists Jam Sessions
• Access to leading foundation models with reasoning capabilities
• First session on February 28th: BNL will be a hosting site!
• OpenAI’s leading model (could be O3!!) will be the first model to 

be utilized
• Application and selection process
• Problem selection and AI proficiency are pre-requisites
• Planning moving at the speed of AI progress, got to get ready on 

a very short fuse
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Some details
Key Research Question

To what degree (if any) is the use of ‘reasoning’ models likely to improve research and development productivity across the 
National Labs (and by extension the US scientific ecosystem)?

Sub Questions:
• Are productivity gains (if any) likely to differ across different domains of science?
• Are productivity gains (if any) likely to differ across different categories of tasks within research & development?
• What additional capabilities (underlying performance, UI changes, additional features etc.) are most likely to improve the utility 

of these models for science (based on the Jam specifically)?

Data will need to be gathered in such a way as to isolate the following variables related to model performance:
1. Model ‘world knowledge’ e.g. what it has already memorized
2. Model ‘additional knowledge’ e.g. quality of RAG or provided additional data
3. Model ‘reasoning’ e.g. the ability to generate novel information from inputs + data + prompts
4. Prompt quality e.g. testing variations of each prompt on quality of answer
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Research Problem Selection
The use of ‘telescoping’ problem is recommended: breaking research into ascending orders of complexity and domain/technical specificity.

Example: Isolating Key Variables for Fusion Reactor Design
The end goal here could be getting the model to try and generate novel reactor designs in order to accommodate ever more specific - and 

interrelated - variables. To achieve that the telescoping order might be something like:

•
Baselining what the models know innately about the theory of fusion

• Baselining how up to date the models are about existing reactor designs + experiments
• Providing additional data and assessing how that changes model answer
• Prompting the model to list what variables are significant + why they are significant
• Deep diving into a specific variable to assess model understanding of individual cause and effect
• Asking the model to represent that cause and effect in mathematical terms etc.
• Pushing model extrapolation based on that individual variable
• Repeating the process for other impactful variables
• Repeating the process for multiple variables and the emergent complexity produced
• Asking the model to provide a recommendation / design output / mathematical model to summarize the work done for further refinement

20



Logistics
Registration

Teaming

Reporting

Analysis

More events like this one to come
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https://events.cels.anl.gov/event/611/registrations/283/

