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N
uclear and Particle Physics Softw

are G
roup O

verview
•

The N
uclear and P

article P
hysics S

oftw
are (N

P
P

S
) G

roup in the B
N

L P
hysics D

epartm
ent (~19 FTE

s) 
collaborates and plays a leading role in softw

are and com
puting developm

ent on a grow
ing num

ber of 
experim

ents :
•

S
TA

R
, P

H
E

N
IX

 and sP
H

E
N

IX
experim

ents at B
N

L’s R
H

IC
 heavy ion collider

•
The future electron-ion collider (E

IC
)

•
The B

elle II experim
ent at superK

E
K

B
accelerator in Japan

•
The D

U
N

E
 neutrino experim

ent at FN
A

L
•

The ATLA
S

 experim
ent at the Large H

adron C
ollider (LH

C
) at C

E
R

N
 (G

eneva, S
w

itzerland)

•
B

N
L

has initiated in the past and currently leading projects in scientific softw
are developm

ent at the m
ost 

challenging scales
•

W
orkload M

anagem
ent S

ystem
 and D

ata M
anagem

ent for exascale
•

H
igh-P

erform
ance com

puters and cloud com
puting integration w

ith P
article P

hysics canonical x86 G
rid 

centers
•

D
ata C

arousel and autom
ated data m

igration betw
een hot/cold storage

•
Jupiter portal for physics analysis

(credit to S
D

C
C

)
•

Joint R
&

D
 projects w

ith G
oogle and A

m
azon

•
The group is a leader in developing solutions for the com

puting challenges of the H
igh Lum

inosity LH
C

 
com

m
encing in 2026, w

ith 10 tim
es the data rate and m

uch greater detector and event com
plexity

•
The group has successfully dem

onstrated how
 softw

are and solutions initially developed for particle
physics

experim
ents can be used for other scientific intensive dom

ains.



O
utline

•
P

article
P

hysics
D

istributed S
oftw

are stack
•

W
orkload and w

orkflow
 m

anagem
ent

•
D

ata M
anagem

ent

•
LH

C
 data and processing challenges 

•
R

&
D

 projects
•

D
ata

C
arousel

•
G

oogle-H
E

P
 R

&
D

•
H

igh P
erform

ance C
om

puters role
forparticle

physics
program

•
S

um
m

ary and conclusion



Paradigm
 shift in Particle

Physics
C

om
puting in XXI century

4

O
ld paradigm

s
N

ew
 ideas

●
D

istributed resources are independent entities
●

D
istributed resources are seam

lessly integrated 
w

orldw
ide

through a single subm
ission system

●
Hide m

iddlew
are

w
hile supporting diversity

●
G

roups of users utilize specific resources
(w

hether locally or rem
otely)

●
A

ccess to all  resources m
ay be granted to all 

users 

●
Fair shares, priorities and policies are m

anaged 
locally, for each resource

●
G

lobalfair share, priorities and policies allow
 

efficient  m
anagem

ent of resources

●
Uneven user experience

at different sites, 
based on local support and experience

●
Autom

ation, error handling, and other 
features

im
prove user experience

●
C

entral support coordination

●
P

rivileged users have access to special 
resources

●
A

ll users have access to sam
e resources



5

Tier-1: perm
anent 

storage, re-processing, 
Analysis
T0 spill-over
HLT
M

C Sim
ulation

Derivation production 

Tier-0 
(CERN and Hungary

): 
data recording, 
reconstruction and 
distribution

Tier-2: Sim
ulation,

end-user analysis
Re-processing
Derivation production

> 2 m
illion jobs/day

~750k CPU cores

~1 EB of storage

~170 sites, 
42 countries

10-100 G
b links

W
LC

G
:

A
n International collaboration to distribute and analyse LH

C
 data

Integrates com
puter centres w

orldw
ide that provide com

puting and storage 
resource into a single infrastructure accessible by all LH

C
 physicists

The W
orldw

ide LH
C

 C
om

puting G
rid

11/6/19

There
are

tw
o

Tier-1s
in

U
S

A
:FN

A
L and B

N
L



6

Prim
ary distributed com

puting softw
are tools

D
istributed 

resources

W
orkload M

anagem
ent: 

subm
ission and scheduling of 

jobs &
 tasks

P
anD

A
: A

M
S

, ATLA
S

, 
C

O
M

PA
S

S
, N

IC
A

, nE
D

M
…

D
ata M

anagem
ent: 

bookkeeping and distribution of 
files &

 datasets

R
ucio

:ATLA
S

, C
M

S
, A

M
S

, B
elle II

W
orkflow

 M
anagem

ent: 
“translates” physicist requests into 
production tasks

S
TA

R
, (s)P

H
E

N
IX

,ATLA
S

, B
elle II

Inform
ation System

(O
R

A
C

LE
 backend) 

Q
ueues and resources 

description

A
G

IS
: ATLA

S
, C

M
S

 

For  six principal distributed com
puting softw

are system
s  

B
N

L
has led developm

ent for all of them
 for m

any experim
ents

Databases: C
onditions and data 

processing (O
R

A
C

LE
, m

yS
Q

L, 
P

ostgresS
Q

L)

S
TA

R
, (s)P

H
E

N
IX

,ATLA
S

, B
elle II, D

U
N

E

M
onitoring

production  jobs &
 

tasks, shares, users

S
TA

R
 m

onitoring, B
igP

anD
A

: 
A

M
S

, ATLA
S

, C
O

M
PA

S
S

,…



P
anD

A
 D

B
JE

D
I

D
E

FT  D
B

P
rodS

ys2/ 
D

E
F

T
P

anD
A

 
server

A
R

C
 interface

pilot

P
ilot 

scheduler
pilot

pilot

E
G

E
E

/E
G

I
O

S
G

N
D

G
F

W
orker nodes

H
P

C
s

pilot

P
hysics G

roup
production 
requests

condor-g

R
ucio

Jobs

A
M

I

pyA
M

I

A
nalysis 

tasks

R
equests,

P
roduction 

T
asks

Tasks
Tasks
Jobs

pilot

M
eta-data 

handling

D
istributed D

ata
M

anagem
ent

A
TLA

S
production 
requests

ATLA
S W

orkflow
 and W

orkload M
anagem

ent. ProdSys2/PanD
A

harvester

harvester

harvester
harvester

O
rchestrate all AT

LA
S

 
W

orkflow
s :

•
M

C
 P

roduction
•

P
hysics G

roups W
F

•
D

ata reprocessing
•

T
0 spill-over

•
H

LT
 processing

•
S

W
 validation

•
U

ser’s analysis
•

A
R

T

S
upport rich harvest of heterogeneous resources. Integrate W

F and data flow

W
FM

W
M

S

A
R

C
 interface

S
hares/priorities

7

First exascale
w

orkload
m

anager in H
EN

P
1.4+ Exabytes

processed yearly in 
2014/18 

Exascale
scientific 

data processing 
today

G
lobal ATLA

S operations
U

p to ~1.2M
 concurrent jobs

25-30M
 jobs/m

onth at >250 sites

~1400 ATLA
S users



W
orkload M

anagem
ent System

  Sum
m

ary and Lessons learned
●

W
e designed and im

plem
ented a scalable, flexible, autom

ated production that follow
s 

physics priorities
○

Steady state
production 24x7x365 w

ith ~300-350k cores across ~140 sites
○

H
PC peaks to >1M

cores, dem
onstrating extrem

e scalability of PanD
A

○
The system

 orchestrates  ~10 principal w
orkflow

s and dozens of variants, w
ith autom

ated shares that follow
 

ATLA
S physics priorities and allocate w

ork across global resources
○

A
lso supporting over 1000 analysis users w

ith fair sharing of resources

●
Integrated w

orkflow
 and dataflow

○
M

oving >1 PB, >20 G
B/s, 1.5-2M

 files per day
○

405PB disk+tape, 1+B files in total (and ~540PB in 2019)
○

PanDA
processes over 1.5 Exabytes per year

●
W

M
S

 is designed by and serves the physics com
m

unity
●

W
M

S
 new

 features are driven by experim
ent operational needs

●
W

M
S

 functionality is im
portant as scalability

●
C

om
puting m

odel and com
puting landscape in general has changed

There are several system
s w

ith very w
ell defined roles w

hich are integrated for physics
com

puting : Inform
ation 

system
  (A

G
IS

), D
D

M
 (R

ucio), W
M

S
 (P

rodS
ys2/P

anD
A

), m
eta-data (A

M
I), and m

iddlew
are (H

TC
ondor, G

lobus…
). 

W
e m

anaged to have a good integration of all of them
 in P

anD
A

.

P
anD

A
w

as adopted for m
any

H
E

P
 and astro-particle physics 

experim
ents



ATLA
S D

ata m
anagem

ent. R
ucio

●
A few

 num
bers to set the scale

○
1B

+ files, 460+ P
B

 of data, 400+ H
z interaction

○
120 data centres, 5 H

P
C

s, 2 clouds, 1000 users
○

500 P
etabytes/year transferred &

 deleted
○

2.5 E
xabytes/year dow

nloaded &
 uploaded

9

D
ata Access Volum

e

D
ata Transfer Volum

e

50 P
B

/w
eek

7 P
B

/w
eek

LH
C

 R
un2

LH
C

 R
un1

P
B

First exascale
scientific data m

anagem
ent system

 today

R
ucio

is evaluating or already in use for m
any 

experim
ents including B

elle II, C
M

S
 , S

K
A

, A
M

S

C
E

R
N

 to B
N

L  data transfer
tim

e . A
n average 3.7h 

to export data from
 C

E
R

N

D
ata transfer volum

e
D

ata access
volum

e

Year

ATLA
S

m
anaged

data volum
e ~0.47 E

B



M
onitoring and A

nalytics
(bigpanda.cern.ch)

10



The High Lum
inosity LHC Challenge. R&D Projects

11

H
igh Lum

inosity LH
C

 w
ill be a m

ulti-exabyte challenge w
here the envisaged Storage and 

C
om

pute needs are a factor 10 to 100 above the expected technology evolution.To address this 
challenge w

e started several R
&

D
 projects



D
ata C

arousel R
&

D
 Project 

•
Ultim

ate goal : use tape m
ore efficient and to have it in full production for LHC Run3 (2021)

•
Cycle through tape data, processing all queued jobs requiring currently staged data 

•
�C

arousel engine
�:  job queue regulating tape staging for efficient data m

atching to jobs?
•

Brokerage m
ust be globally aw

are of all jobs hitting tape to aggregate those using staged data
•

N
o pre-set target on tape throughput, instead, w

e focus on efficiently
using the available

tape capacities
•

Introduce no or little perform
ance penalty to tape throughput, after integrating tapes into our w

orkflow

•
Im

prove efficiency and throughput of tape system
s, by orchestrating the various com

ponents in the w
hole system

 stack, 
starting from

 better organization of w
riting to tapes

•
S

olutions should scale proportionally w
ith future grow

th of capacities of tape resources

•
‘D

ata C
arousel’ LH

C
 R

&
D

 w
as started in the second half of 2018 →

 to study the feasibility to use tape as the input to 
various I/O

 intensive w
orkflow

s, such as derivation production and R
A

W
 data re-processing

…
and “tape” could be any “cold” storage (it is led by BN

L (A.Klim
entov, X.Zhao; SD

C
C

 and N
PPS)

B
y ‘data carousel’, w

e m
ean an orchestration betw

een w
orkflow

/w
orkload m

anagem
ent (W

FM
S

), data m
anagem

ent (D
D

M
) and 

data archiving services w
hereby a bulk production cam

paign w
ith its inputs resident on tape, is executed by staging and prom

ptly
processing a sliding w

indow
 of X

%
 (5%

?, 10%
?) of inputs onto buffer disk, such that only ~ X

%
 of inputs are pinned on disk atany 

one tim
e.

The project w
as initiated at B

N
L for R

H
IC

 experim
ents (in full production for S

TA
R

 and P
H

E
N

IX
 for m

ore than 5 years. W
e 

m
anage to fetch files pretty m

uch at tape speed for w
eeks in a row

), today it is one of vital R
&

D
 projects to address H

igh 
Lum

inosity LH
C

 data processing challenge

12



H
EP-G

oogle
R

&
D

. M
otivation

●
IT landscape has changed dram

atically since end of X
X

 century
●

U
S

 technology sector is recognized as w
orld leaders

○
A

m
azon, G

oogle, M
icrosoft, O

racle, …
 -

already play significant role in w
orldw

ide scientific com
puting

●
H

E
N

P
 data intensive com

puting challenges are (and have been) at the cutting edge of 
technology developm

ent
●

Foster partnerships w
ith U

S
 industries in research and developm

ent –
and not just as late 

stage product adopters
●

The huge challenges at the H
L-LH

C
 have spurred new

 efforts in U
S

 ATLA
S

 to collaborate w
ith 

technology partners
●

Traditionally, U
S

 ATLA
S

 O
ps program

 did not support R
&

D
 w

ith private sector –
w

e are starting 
a new

 front in LH
C

 R
&

D
, w

ith com
panies w

illing to invest in open source solutions

Track 1
D

ata M
anagem

ent across H
ot/Cold storage

Track 2
M

achine learning and quantum
 com

puting

Track 3
O

ptim
ized I/O

 and data form
ats

Track 4
W

orldw
ide distributed analysis

Track 5
Elastic com

puting for W
LCG

 facilities

B
rainstorm

ing; B
N

L-G
oogle

S
C

’17
2018 P

oC
and the first realistic dem

o, 2019 5 R
esearch tracks, 

B
N

L  leads and coordinates three
ofthem



H
igh Perform

ance C
om

puting
●

G
et extra com

puting 
resources on dem

and
●

The W
orldw

ide LH
C

 
C

om
puting G

rid and a 
leadership com

puting facility 
(LC

F) are of com
parable 

com
pute capacity.

○
W

LC
G

 (ATLA
S

 share): 
300,000’s x86 com

pute cores 

○
Titan: 300,000 x86 com

pute 
cores and 18,000 G

P
U

s

14

3

U
S D

O
E O

ffice of Science (SC
) and N

ational 
N

uclear Security Adm
inistration (N

N
SA) 

D
O

E Exascale Program
: The Exascale C

om
puting Initiative (EC

I)

EC
I 

partners

Accelerate R
&D

, acquisition, and deploym
ent to 

deliver exascale com
puting capability to D

O
E 

national labs by the early-to m
id-2020s

EC
I 

m
ission

D
elivery of an enduring and capable exascale 

com
puting capability for use by a w

ide range 
of applications

of im
portance to D

O
E and the U

S
EC

I 
focus

Exascale 
C

om
puting 

Project 
(EC

P)

Exascale system
 

procurem
ent projects &

 
facilities

ALC
F-3 (Aurora)

O
LC

F-5 (Frontier)
ASC

 ATS-4 (El C
apitan)

Selected program
 

office application 
developm

ent 
(BER

, BES, 
N

N
SA)

Three M
ajor C

om
ponents of the E

C
I

H
ow

 do w
e efficiently integrate H

P
C

 resources and  
run canonical physics w

orkflow
s on them

 ?



H
PC

 Im
pact on ATLA

S Production

15

C
alendar Year 2018

N
um

ber of events
P

rocessed

H
P

C
 10.6%

H
P

C
 facilities are also used by S

TA
R

 experim
ent

(one of the first realistic use-cases in N
P

)



D
ESC

B
igP

anD
A

W
orkflow

M
anagem

ent
on

Titan
for

H
igh

E
nergy

and
N

uclear
P

hysics
and

for
Future

E
xtrem

e
S

cale
S

cientific
A

pplication.B
igP

anD
A

project(2012-2019)
a

D
O

E
A

S
C

R
and

H
E

P
funded

project
since

2012;
a

collaboration
betw

een
B

N
L,

U
TA

,O
R

N
L

and
R

utgers
U

niversity.

B
igP

anD
A

W
orkflow

M
anagem

ent
on

O
LC

F
for

H
igh

E
nergy

and
N

uclear
P

hysics
and

for
Future

E
xtrem

e
S

cale
S

cientific
A

pplication.B
igP

anD
A

project(2012-2019)
a

D
O

E
A

S
C

R
and

H
E

P
funded

project
since

2012;
a

collaboration
betw

een
B

N
L,

U
TA

,O
R

N
L

and
R

utgers
U

niversity.



LSST D
ark Energy Science C

ollaboration
●

C
ollaboration w

ith LS
S

T/D
E

S
C

 since 2013 in 
B

igP
anD

A
projectcontext

●
The LS

S
T S

cience P
ipelines can process data 

from
 several telescopes using LS

S
T’s algorithm

s
●

P
ipeline to P

anD
A

W
M

S
 subm

ission has been 
im

plem
ented and tested w

ith a standard D
E

S
C

 
sim

ulation w
orkflow

17

●
Facilities

●
O

S
G

 (B
N

L and B
ellearm

ine)
●

G
ridP

P
●

31 endpoints on 12 sites
●

LA
P

P
 A

nnecy (France)
●

LS
S

T/D
E

S
C

storage at 7 E
U

 sites
●

P
roduction results are transferred autom

atically 
to N

E
R

S
C

 and B
N

L
●

E
valuate

P
egasus/P

anD
A

integration E
arly P

oC
prototype for S

LA
C

/P
anD

A
pipeline

2018 dem
o 

together w
ith 

U
K

 and FR



SW
&

C
om

puting
effort at B

N
L

●
C

ore expertise in offline softw
are and  databases

○
core softw

are expertise including its m
ultiprocessing and m

ultithreading variants
○

deep expertise on the C
++ architecture of core H

E
N

P
 softw

are and C
++ itself 

○
deep expertise

in databases, R
O

O
T

I/O
, m

onitoring
●

Leading roles in H
E

N
P

  distributed softw
are in S

TA
R

, (s)P
H

E
N

IX
, ATLA

S
 and com

puting since its inception

○
(s)P

H
E

N
IX

 taxi analysis platform
,it enables users to run analysis w

ith absolutely m
inim

al m
aintenance 

needs
○

P
anD

A
w

orkload m
anagem

ent system
 m

anages all  distributed production and analysis w
orkflow

s
○

M
any innovations to grow

 the resources available to H
E

N
P

 (H
P

C
s, clouds, fine grained processing). 

P
ioneering w

ork to integrate H
P

C
s and cloud com

puting for H
E

N
P

 experim
ents

●
D

istributed softw
are tools and system

s developm
ent : P

anD
A

, R
ucio, A

G
IS

,.. and their integration w
ith 

H
TC

ondor, G
lobus, D

irac, P
egasus

●
S

oftw
are infrastructure support (softw

are release building and m
anagem

ent), conditions databases
●

Flexible and rapid adaptation of new
 softw

are products (B
elle II softw

are stack m
igration to B

N
L w

as done in 
several m

onths; P
anD

A
/P

egasus integration)
●

R
&

D
s to address new

 com
puting challenges in evolving IT landscape

For m
any years w

e are successfully collaborating w
ith m

any com
m

unities to
find

the
besttechnicaland

technologicalsolutions and to conduct joint R
&

D
 projects



B
ack up slides



D
ata C

arousel Project Phases
•

P
hase I : Tape S

ites E
valuation

•
C

onduct tape staging tests, understand tape system
 perform

ance at  sites and define 
prim

ary m
etrics

•
P

hase II : P
rodS

ys2/R
ucio/Facilities integration

•
A

ddress issues found in P
hase I

•
D

eeper integration betw
een w

orkflow
, w

orkload and data m
anagem

ent system
s 

(P
rodS

ys2/P
anD

A
/R

ucio), plus facilities 

•
P

hase III : R
un production, at scale, for selected w

orkflow
s 

•
A

ddress it in cold/hot storage context

20

W
e intended to conduct an iterative data carousel exercises,  and to  com

bine them
  w

ith real production 
cam

paigns, to test new
  ideas and reveal possible bottlenecks

G
oal : to have data carousel in production for LH

C
 R

un3 (2022)

done

In progress



G
rid-H

PC
 integration. C

oncrete R
esults  

H
P

C
s architecture, configuration and policies posed several challenges to the 

deploym
ent of ATLA

S
 distributed softw

are com
ponents.

●
The default m

odel of P
anD

A
pilot on the G

rid w
as unfeasible for H

P
C

/LC
F

○
The problem

 is solved in Pilot2.0
●

H
arvester, a new

 interface, com
m

on across resource types, betw
een resource and 

w
orkload m

anager w
as developed, as a result A

LC
C

 utilization w
as increased.

●
A

R
C

 softw
are, our backbone for H

P
C

 integration in E
urope. M

any E
U

 H
P

C
s are 

integrated via A
R

C
 softw

are 
●

ATLA
S

 W
orkload M

anagem
ent and D

istributed M
anagem

ent S
ystem

s (PanD
A

and 
R

ucio) have successfully coped w
ith increased w

orkload and traffic after H
P

C
 

integration
●

ATLA
S

 softw
are releases have been successfully built on H

P
C

s
(Titan and S

um
m

it)
●

Event Service. H
igh H

P
C

 utilization via fine grained w
orkflow

s

21



C
oncrete R

esults. N
ew

 m
odes for use H

PC
 for D

ata Intensive Sciences.

22

C
onsum

ed 370 M
illion Titan core hours from

 Jan. 2016 to S
ep. 2018

o
This is 2.8 percent of total available tim

e on Titan over this period
R

em
aining used backfill slots are often too short or too sm

all for assigned ATLA
S

 payloads

S
caling U

p A
ctive B

ackfill 
on O

LC
F



R
A

W
(H

ITS
)

D
ata

A
O

D
A

nalysis O
bject 

D
ata

D
A

O
D

, N
TU

P
D

erived D
ata

A
rchival S

torage -
Tape
C

ash 
S

torage -
D

isk  

‘D
ata C

arousel’ w
e m

ean an orchestration 
betw

een w
orkflow

 m
anagem

ent (W
F

M
S

), data 
m

anagem
ent (D

D
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