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4 First | should state this is not my field. This work will
seek the development of an advanced Machine Learning
tool specific to the needs of scientific experiments which
generate very large data sets. The work will seek to
combine in a new and innovative way currently existing
analysis tools and allow integration of new tools as they
become available. The machine learning platform will
rapidly optimize the selection of the set of tools to be
used for the needs of the project. The process of rapidly
completing the selection of the analysis set for individual
projects will require very innovative application of the
ML skills which the proposing team has.

5 The team are have shown a clear understanding of the
type of problems that can be solved with Al and
machine learning (ML) approaches. Their current data
examples (ATLAS and DUNE) are robust and well suited
to their desired model training methods. In addition,
their stated intent to make their software tools inside of
a portable frameworks means that said tools will like be
useful to many different projects around the lab(s),
outside of ATLAS and DUNE.
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4 | feel the potential is good but this is now a crowded field.

4 The team has focused strongly on portability and scalability. If

successful, this could allow their tools to be deployed for a
wide range of projects that focus on large-scale, data-
intensive, scientific applications. This could mean a very large
return on investment if their tools become widely used at
facilities like particle accelerators.

BroaderIm CommentsBroaderlmpact
pactRating

4 This work will provide new capabilities enabling BNL to do our

5

research work more efficiently helping to demonstrate BNL's
leadership in data-intensive research.

Given the team's focus on portability, | would imagine that
their success with analysis of large data sets (ATLAS and
DUNE), would allow them to easily alter the algorithms such
that they can be trained at used with other experiments that
need highly efficient analysis using an application agnostic ML
service environment. You can imaging these services being
very useful at synchrotrons such as ALS or NSLS-II.
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3 The proposed work is extremely important for BNL, 3 None 4 Thereis potential for broader impact on the lab, however
however it is primarily an engineering effort with on there needs to be a clearer vision driven by a more diverse
going maintenance costs for the infrastructure. While sampling of specific use cases.
the plan is feasible, the estimated budget is at least 4 x
too small.Also, the few details of how this proposal
solves challenges that prevent use of AWS, Azure, etc..
are not clear. Other than providing the infrastructure (
which is important and should be funded by BNL ), the
proposal did not have a detailed path for how the
proposed work will enable 1) Al enhanced detectors,
accelerators, and sensors; 2) optimal experimental
design and steering specified in the LDRD call. If the
authors could enumerate half a dozen or so specific
applications and why their ML training algorithms need
such a large infrastructure, that would go a long way in
justifying the proposal.The authors also mentioned
fast calo gan as one justification for this effort. GAN's are
notoriously hard to train and substantial effort is going
into developing Autoencoder based alternatives. Placing
the justification on this sole use case given the pace at
which ML is developing would be ill advised.

Avg 4 3.75 4.25
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