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Abstract sPHENIX is a high energy nuclear physics1

experiment under construction at the Relativistic Heavy2

Ion Collider at Brookhaven National Laboratory (BNL).3

The primary physics goals of sPHENIX are to study4

the quark-gluon-plasma, as well as the partonic struc-5

ture of protons and nuclei, by measuring jets, their6

substructure, and heavy flavor hadrons in p+p, p+Au,7

and Au+Au collisions. sPHENIX will collect approxi-8

mately 300 PB of data over three run periods, to be ana-9

lyzed using available computing resources at BNL; thus,10
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performing track reconstruction in a timely manner is11

a challenge due to the high occupancy of heavy ion12

collisions. The sPHENIX experiment has recently im-13

plemented the A Common Tracking Software (ACTS)14

track reconstruction toolkit with the goal of reconstruct-15

ing tracks with high efficiency and within a computa-16

tional budget of 5 seconds per minimum bias event.17

This paper reports the performance status of ACTS as18

the default track fitting tool within sPHENIX, includ-19

ing discussion of the first implementation of a TPC ge-20

ometry within ACTS.21

Keywords Track reconstruction · Software22

1 Introduction23

The sPHENIX experiment is a next-generation jet and24

heavy flavor detector being constructed for operation at25

the Relativstic Heavy Ion Collider (RHIC) at Brookhaven26

National Laboratory (BNL) [1]. The primary physics27

goal of sPHENIX is to study strong force interactions28

by probing the inner workings of the quark-gluon-plasma29

(QGP) created in heavy nucleus-nucleus collisions, as30

outlined in the 2015 Nuclear Science Long-Range Plan [2].31

sPHENIX will also probe the structure of protons and32

nuclei in proton-proton and proton-nucleus collisions to33

study spin-momentum correlations and hadron forma-34

tion [3]. To make these measurements, the detector has35

been designed as a precision jet and heavy-flavor spec-36

trometer. Jets, and their structure, can resolve strong37

force interactions at different scales when parton flavor38

is selected due to the difference in mass between heavy39

and light quarks. Similarly, the measurement of Υ (1S)40

and its first two excited states allow different screening41

temperatures of the QGP to be accessed. To achieve42
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these physics goals, precise tracking capabilities are re-43

quired.44

Delivering the desired physics measurements in the45

environment that will be provided by RHIC will be a46

substantial challenge. The accelerator will deliver
√
s
NN

=47

200 GeV Au+Au collisions at rates of up to 50 kHz,48

while sPHENIX will trigger on these events at rates49

of approximately 15 kHz. Because of the electron drift50

time in the TPC, at 50 kHz the TPC can contain charge51

deposited by 2 to 3 collisions at any given time. A cen-52

tral Au+Au event can produce approximately 1,00053

particles; thus, the occupancy of the detector in any54

given bunch crossing averages approximately 10% but55

can fluctuate up to 25% in a central event with pile up.56

These conditions will lead to approximately 300 PB of57

data collected over the course of a three year running58

period. These data will be processed on a computing59

center at BNL of approximately 200,000 CPU nodes,60

where each node corresponds to 10 HS06. Charged par-61

ticle or track reconstruction is generally the most com-62

putationally expensive portion of data reconstruction63

at hadron collider experiments; this reconstruction step64

scales approximately quadratically with the number of65

charged particles in the event. This necessitates that66

the tracking be memory efficient and fast so that all67

data can be processed in a timely manner. To help meet68

the computational speed requirements for track recon-69

struction in an environment where per-event detector70

hit multiplicities are expected to be O(100,000), the71

sPHENIX Collaboration has implemented the A Com-72

mon Tracking Software (ACTS) package as the default73

track reconstruction toolkit.74

The ACTS track reconstruction toolkit [4,5] is an75

actively developed open source software package with76

contributors from several different particle physics col-77

laborations. ACTS is intended to be an experiment-78

independent set of track reconstruction tools written in79

modern C++ that is customizable and fast. The devel-80

opment was largely motivated by the High-Luminosity81

Large Hadron Collider (HL-LHC) that will begin data82

taking in 2027. sPHENIX expects roughly comparable83

hit occupancies in the heavy ion environments and rates84

that RHIC will deliver to what is expected in the p+ p85

program at the HL-LHC, for which ACTS was primar-86

ily developed; thus, it is a natural candidate for track87

reconstruction at sPHENIX. In this paper, the ACTS88

implementation and track reconstruction performance89

in sPHENIX will be discussed. This includes the first90

implementation of a TPC geometry in ACTS. Addi-91

tionally, the current computational and physics perfor-92

mance of the track reconstruction in sPHENIX will be93

shown, and future directions and improvements that94

are actively being developed will be discussed.95

Fig. 1 A cutaway engineering diagram of the sPHENIX de-
tector design. The MVTX and INTT are two subdetectors
that are composed of silicon staves, shown in orange and grey,
respectively. The TPC is a continuous readout GEM-based
detector, and the TPC cage is shown in yellow.

2 sPHENIX Detector and Physics96

Requirements97

The sPHENIX spectrometer is a midrapidity barrel de-98

tector with full azimuthal and pseudorapidity |η| < 1.199

coverage. The primary subdetectors are three track-100

ing detectors, an electromagnetic calorimeter, and two101

hadronic calorimeters. An engineering drawing of the102

detector is shown in Fig. 1. The tracking detectors are103

a monolothic active pixel sensor (MAPS) based ver-104

tex detector (MVTX), a silicon strip detector called105

the Intermediate Tracker (INTT), and a time projec-106

tion chamber (TPC). The MVTX has three layers of107

silicon staves that cover a radial distance of approxi-108

mately 2 < r < 4 cm from the beam pipe. The INTT109

has two layers of silicon strips and covers approximately110

7 < r < 10 cm. The TPC is the primary tracking de-111

tector within sPHENIX and is a compact, continuous112

readout gas electron multiplier based TPC. In total, the113

sPHENIX tracking geometry consists of 53 layers span-114

ning the radial distance from 2< r <78 cm. Additional115

details about each of the detectors can be found in the116

sPHENIX Technical Design Report [6].117

The track reconstruction requirements are largely118

driven by the physics requirements for reconstructing119

the Υ (nS) states, large transverse momentum jets, and120

jet substructure. To resolve the first three upsilon states,121

e+e− pairs from upsilon decays must be reconstructed122

with a mass resolution of less than 100 MeV/c2. There-123

fore, tracks from upsilon decays must have a resolu-124

tion of less than ∼ 1.2%. To resolve high momentum125

tracks for jet substructure measurements, tracks with126

pT > 10 GeV/cmust have a resolution of approximately127

∆p/p . 0.2% · p (GeV/c). In addition to these require-128

ments, the tracking must be robust against large combi-129

natoric background environments present from pileup,130
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Fig. 2 (top) A 3D rendering of the sPHENIX silicon detec-
tors as implemented in ACTS. The small blue layers are the
MVTX, and the large green layers are the INTT. (bottom)
A 3D rendering of the sPHENIX TPC layers as implemented
in ACTS. Surfaces are created in place of the TPC pad rows
to form cylindrical approximations of the TPC. The MVTX
and INTT layers can be seen within the inner TPC layer.

particularly within the TPC. The integration times of131

the MVTX, INTT, and TPC are approximately 8µs,132

100 ns, and 13 µs, respectively, which provides context133

for the pileup contributions in each detector when the134

nominal RHIC collision rate is 50 kHz. Since the MVTX135

integration time and the TPC drift time are both longer136

than the bunch spacing provided by RHIC, there is po-137

tential for significant out-of-time pileup sampled in the138

MVTX and TPC.139

3 sPHENIX-ACTS Implementation140

3.1 Geometry141

The first step for implementing ACTS into the sPHENIX142

software stack is to properly translate the tracking de-143

tector geometry into the analogous ACTS geometry.144

The main detector element used for track fitting is the145

Acts::Surface. ACTS has an available ROOT [7] TGeometry146

plugin that can take the relevant active TGeo objects147

and convert them into Acts::Surfaces. Since sPHENIX148

already has a detailed and well-tested Geant 4 [8,9] ge-149

ometry description that uses the ROOT TGeoManager,150

this plugin was a natural choice. The top panel of Fig. 2151

shows the MVTX and INTT active silicon surfaces as152

implemented within ACTS. The geometry is imported153

directly from the TGeoManager, so any changes in the154

sPHENIX Geant 4 description are automatically prop-155

agated to the Acts::Surface description.156

The sPHENIX TPC geometry is implemented in a157

different way from the silicon detectors due to the re-158

quirement within ACTS that measurements and track159

states must be associated to a detector surface. This is160

not ideal for TPC or drift chamber geometries, which161

utilize a three dimensional volume structure. In the162

sPHENIX TPC, measurements are readout on the pad163

planes; however, their truth position can be anywhere164

within the TPC volume. For this reason, a different165

approach was taken for the TPC geometry implemen-166

tation within ACTS. Rather than importing the TPC167

geometry from the TGeoManager, the ACTS TPC sur-168

faces are constructed individually as plane surfaces that169

approximate cylinders, as shown in the bottom panel of170

Fig. 2. For context of the scale of these renderings, the171

entire length along the z direction of the TPC is 210172

cm. The plane surfaces span 3◦ in azimuth and half the173

length of the TPC in z and are used to approximate174

the TPC readout geometry. These surface dimensions175

were chosen as an optimization of limiting the mem-176

ory needed for the raw number of surfaces while also177

maintaining the rφ cluster resolution of the TPC. Mea-178

surements are then associated to these surfaces based179

on what pad plane they were read out on and where180

they were physically measured on that pad plane.181

3.2 Track Reconstruction Strategy182

To perform track reconstruction, the relevant sPHENIX183

objects are mapped to the corresponding ACTS objects184
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sPHENIX Object sPHENIX-ACTS Module ACTS Tool

ACTS info

Update

Call tool

ACTS result

Fig. 3 A flow chart demonstrating the sPHENIX-ACTS implementation. Objects within the sPHENIX framework carry raw
measurement information, such as the two-dimensional local position of the measured cluster. An sPHENIX-ACTS module
serves as a wrapper that interfaces with the ACTS tool, converting and updating the relevant sPHENIX object.

Fig. 4 The workflow for track reconstruction in sPHENIX is
shown. The workflow flows from top to bottom, starting with
clustering in each subsystem and finishing with reconstructed
tracks and vertices.
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Fig. 5 The ACTS seeding efficiency as implemented in the
sPHENIX MVTX. The efficiency is defined in the text.

and passed to the ACTS track reconstruction tools. Fig-185

ure 3 shows a flow chart that demonstrates the soft-186

ware implementation. In practice, the only objects that187

ACTS requires are the detector geometry and corre-188

sponding measurements. Thus, the next step after build-189

ing the ACTS geometry, as discussed previously, is to190

translate the sPHENIX measurement objects into ACTS191

measurement objects associated to the relevant surface.192

A module that acts as an interface between sPHENIX193

and the relevant ACTS tool is used to translate the194

needed information between ACTS and sPHENIX. A195

variety of ACTS track reconstruction tools exist within196

the sPHENIX framework that can subsequently be run197

with the ACTS translated measurements and geometry198

object [10].199

An overview of the track reconstruction workflow200

can be found in Fig. 4. Clusters are found in each sub-201

system individually, and then used to seed tracklets in202

the TPC and silicon subsystems. These tracklets are203

then matched based on azimuthal and pseudorapidity204

matching windows, such that fully constructed track205

seeds can be provided to the track fitter. Final tracks206

are then used to identify the primary collision vertex.207

The strategy to seed tracks in each subsystem sepa-208

rately and then match them is motivated by the dom-209

inant role of the TPC and the large occupancies that210

sPHENIX will experience. The TPC consists of 48 lay-211

ers, while the silicon detectors comprise 5 layers. Thus,212

real tracks that can be found in the TPC contain the213

vast majority of clusters of a complete sPHENIX track214

and generally suffer from less combinatoric possibilities.215

This makes good TPC track seeds a strong foundation216

for building the track. Because of the small pixel size of217

the silicon detectors and corresponding excellent cluster218

resolution, the silicon tracklets are well defined. Thus219

matching the full silicon tracklet to the full TPC track-220

let seems a natural choice for completing the track.221

The current sPHENIX track reconstruction strat-222

egy uses several ACTS tools in various stages of the re-223

construction. First, the ACTS seeding algorithm is run224

with the measurements in the MVTX. The ACTS seed-225

ing algorithm only returns three measurements com-226

bined as a “triplet” seed, so it is a natural candidate227

for the MVTX which has three layers. The result of228

the triplet is propagated to the INTT to find associ-229

ated measurements to form silicon track seeds. Figure 5230

shows the ACTS seeding efficiency as implemented in231

the MVTX for simulated events consisting of 100 pions-232

per-event thrown in the sPHENIX acceptance, where233

the efficiency is defined as the fraction of truth tracks234

with three MVTX hits for which there is at least one235

seed within the azimuthal and pseudorapidity ranges236

∆φ < 0.02 rad and ∆η < 0.006. The drop in efficiency237
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Fig. 6 (Left) The track pT resolution as a function of pT . (Right) The Υ (1S) mass resolution in single upsilon events. For
each figure, the number of MVTX and TPC measurements required per track are shown in the caption.

in the lowest pT bin is primarily a result of a real loss of238

efficiency; however, a small fraction of these tracks are239

below the effective minimum pT threshold determined240

from the sPHENIX magnetic field strength. These seeds241

are given to the ACTS initial vertex finding algorithm242

since the silicon layers primarily determine the track243

position and event vertex resolution in sPHENIX.244

In the TPC, track seeds are found using a cellular245

automaton seeding algorithm, developed specifically for246

sPHENIX. This seeding algorithm is based on the al-247

gorithm developed for the ALICE TPC[11]. Seeds are248

found by forming and manipulating a directed graph on249

the TPC clusters: for each cluster, up to two outgoing250

edges are assigned, pointing from that cluster to two of251

its spatially-close neighbors in adjacent layers which to-252

gether form the straightest triplet. Once this is done for253

all TPC clusters, the resulting directed graph is pruned254

such that only mutual edges remain. This process re-255

duces the directed graph to a collection of individual256

chains of clusters; each of these cluster chains becomes257

a candidate track seed. A Kalman filter implementation258

developed by ALICE [11] provides initial track parame-259

ter estimates; based on these initial estimates, the seeds260

are refined and extended by a track propagation mod-261

ule, developed specifically for sPHENIX. Track seeds262

containing at least 20 clusters after propagation are se-263

lected for further reconstruction.264

These seeds are then connected to the silicon track265

seeds with azimuthal and pseudorapidity matching cri-266

teria. If more than one silicon seed is found to match267

a TPC seed, the TPC seed is duplicated and a com-268

bined full track seed is made for every matched silicon269

seed. These assembled tracks are provided to the ACTS270

Kalman Filter track fitting tool. The ACTS fitter takes271

the full track seed, the estimated track parameters from272

the seed, and an initial vertex estimate to fit the tracks.273

Examples of the current track fitting performance are274

shown in Fig. 6 in simulated events where 100 pions275

are thrown in the nominal sPHENIX acceptance. The276

left panel shows the pT resolution, while the right panel277

shows the Υ (1S) invariant mass resolution. Both meet278

the requirements listed in Section 2 in these low multi-279

plicity events. Evaluation of the track reconstruction280

software in central HIJING [12] events with 50 kHz281

pileup is ongoing. These events represent the highest282

occupancies that sPHENIX will experience.283

3.3 Track Reconstruction Timing284

Another important computational performance test of285

the ACTS track fitting package is the time spent per286

track fit. The nominal computational speed goal is to287

be able to run the track reconstruction in an average of288

5 seconds or less per minimum bias event on the BNL289

computing center that will process the sPHENIX data.290

Figure 7 shows the time spent per ACTS track fit as a291

function of pT for the sPHENIX geometry, which corre-292

sponds to approximately 50 layers per track processed293

by the Kalman filter. The time per track fit is approxi-294

mately 0.7 ms on average and scales approximately lin-295

early with the number of surfaces the fit visits. For a296

central Au+Au collision which produces ∼1000 tracks,297

this corresponds to a track fit time of approximately 1298

second per event, leaving 80% of the timing budget for299

the initial track seeding. As track fitting is often one of300

the more time consuming steps in track reconstruction,301

this is a major step towards achieving the 5 second total302

track reconstruction time per event.303

Previous sPHENIX track reconstruction implemen-304

tations with the GenFit track reconstruction package [13]305

averaged approximately 80 seconds per minimum bias306

Au+Au HIJING [12] event embedded in 50 kHz pileup.307
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Currently, our track reconstruction implementation with308

ACTS averages to approximately 10 seconds for the309

same class of events. One reason for the significant speed310

up is the way that ACTS handles the material descrip-311

tion of the detector. While GenFit uses the full Geant312

4 description of the detector to perform material calcu-313

lations, ACTS uses a condensed and simplified material314

description that can perform these calculations quickly.315

While the reconstruction timing is a major improve-316

ment from the previous sPHENIX track reconstruction317

implementation, it still does not reach the nominal goal318

of 5 seconds per minimum bias event. There are several319

development avenues which will continue to improve320

this value; for example, our current framework maps an321

sPHENIX track object to an ACTS track parameters322

object. Because of this, there is computing time and323

memory wasted copying the relevant information be-324

tween the two types. Future development will include325

switching to an ACTS only data type model, so that the326

returned ACTS result can be moved directly into stor-327

age without copying all of the underlying data types.328

0 2 4 6 8 10 12 14 16 18 20

 [GeV/c]
T

p

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

A
C

T
S

 S
in

gl
e 

T
ra

ck
 F

it 
T

im
e 

[m
s]

0

10

20

30

40

50

60

70 simulationsPHENIX

Fig. 7 The time per ACTS track fit as a function of pT in
the sPHENIX geometry. This time corresponds to the time
taken to run the ACTS track fitting tool on track seeds that
were constructed with the various tools described in the text.

4 TPC Space Charge Distortions and329

Alignment330

The sPHENIX TPC measurements will experience sig-331

nificant effects from the build up of positive ions drift-332

ing slowly in the TPC towards the central membrane.333

This space charge will distort the electric fields. Space334

charge distortions introduce differences between the po-335

sition measured in the TPC readout detectors and that336

of the corresponding primary electron that is associ-337

ated to the true track trajectory. It can be considered338

as a detector alignment calibration that is specific to339

TPC geometries. The realism of the track reconstruc-340

tion procedure presented here is limited by the absence341

of TPC space charge distortions in the simulation. Im-342

plementing space charge distortions in the simulation343

and correcting for them in the track reconstruction is344

an ongoing effort within the sPHENIX collaboration.345

Space charge distortion effects will be addressed in346

several ways. Indirect methods will include continuous347

monitoring of the charge digitized by the TPC readout348

electronics, and monitoring the charge collected on the349

central membrane. More direct methods include using a350

laser flash to introduce charge of known initial position351

into the TPC from metal dots on the central membrane,352

using lasers to ionize the TPC gas in known trajecto-353

ries, and by measuring the difference between measured354

TPC cluster positions and tracks extrapolated from ex-355

ternal detectors (including the silicon layers).356

The latter method will utilize the Acts::Propagator357

machinery to extrapolate track seeds to the TPC lay-358

ers from external detectors and estimate their position.359

The residuals of the actual TPC measurements with the360

extrapolated position at a given TPC layer will then361

be determined. This will provide the average distortion362

in a given (r, φ, z) bin and time interval. However, the363

reconstruction of tracks including space charge distor-364

tions within ACTS presents a new challenge. Due to365

the distortion of the measurements, their position on366

the ACTS surface is inconsistent with the track trajec-367

tory. There are two ongoing development strategies to368

correct the measurement position based on the average369

distortions. The first is to move the measurements as-370

sociated with tracks onto the surface, based on the cal-371

culated average distortion in a given (r, φ, z) bin. Since372

the surfaces are two dimensional, this requires incorpo-373

rating the radial distortions into the azimuthal and z374

displacement of the measurement using an estimate of375

the local track angles. The second is an ACTS three-376

dimensional fitter which would provide the option for377

measurements to either be associated to a detector sur-378

face or a detector volume. This would allow for mea-379

surements to be moved in all three dimensions based380

on the average distortion. Both strategies are under de-381

velopment and evaluation.382

Additionally, the alignment of the detector is an on-383

going area of development. This is closely related to the384

discussion of space charge distortions, since the distor-385

tions can be thought of as misaligned measurements386

in the TPC. Experiment specific adaptations, which387

can include information like detector conditions and388

alignment, are made possible through ACTS with C++389

compile-time specializations. These contextual data types390

can be specified on an event-by-event basis and are391
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left to individual experiments to define. Properly imple-392

menting the alignment calibration techniques, including393

those of space charge distortions, is one of the challenges394

that the sPHENIX track reconstruction framework will395

address in the next year.396

5 Conclusion397

The sPHENIX experiment is a high energy nuclear physics398

experiment being constructed at RHIC to be commis-399

sioned in 2022 and begin data taking in 2023. Measur-400

ing jets, their substructure, and heavy flavor hadrons401

in p+p, p+Au, and Au+Au collisions are the primary402

physics observables for the experiment. sPHENIX will403

collect data in a high rate environment, making track404

reconstruction with the planned computing resources at405

Brookhaven National Laboratory a technical challenge.406

To address these challenges, the track reconstruction407

software has been completely rewritten to implement408

various ACTS track reconstruction tools. In this paper,409

the current performance of this implementation into the410

sPHENIX software stack has been presented. Due to411

the constraint that measurements in ACTS must be412

associated to a surface, it was necessary to add sur-413

faces inside the TPC gas volume, corresponding to the414

readout layers, that ACTS could associate TPC mea-415

surements with. Several of the ACTS tools, including416

seeding, vertexing, and track fitting, are now a part of417

the default track reconstruction chain. We note that418

these developments highlight the utility and versatil-419

ity of the ACTS package, for example by selection of420

a wide range of tools that are of use for an experi-421

ment’s chosen track reconstruction strategy. The per-422

formance of the track reconstruction in low multiplic-423

ity environments has been evaluated and tuned. Tun-424

ing of the track seeding and finding in high occupancy425

events is ongoing. Initial tests with the software de-426

scribed here show an approximately 8x computational427

speed up from previous sPHENIX track reconstruction428

software implementations. Additionally, there are sev-429

eral avenues of ongoing development for the handling430

of space charge distortions in the TPC, both within431

sPHENIX and by the ACTS developers. These devel-432

opments will continue to improve the track reconstruc-433

tion framework as sPHENIX prepares for data taking434

starting in 2023.435
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